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Background	
§  Power	usage	of	ATS-class	systems	
increasing	over	Tme	
§  Trinity	is	not	power	constrained,	
anTcipate	future	systems	will	be	

§  InvesTgaTng	how	to	best	use	and	
operate	future	DOE	plaZorms	in	
a	constrained	power	budget	

§  Trinity	Advanced	Power	Management	Non-Recurring	Engineering	
(APM	NRE)	Project	
§  Cray	–	fundamental	APM	capabiliTes,	Power	API	implementaTon	
§  AdapTve	–	power-aware	job	scheduling	and	resource	management			
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Example	Use	Cases	
▪  A	large	job	terminates	early	(because	of	finishing	earlier	than	projected,	being	canceled	or	

crashing)	causing	a	significant	drop	in	power	usage,	violaTng	system	power	floor	and	power	
ramp	down	contract	terms	with	the	local	u4lity	provider	
▪  Equipment	may	fail	
▪  Contract	violaTons	may	trigger	financial	penalTes	

▪  A	few	very	large	jobs	are	launched	a`er	a	maintenance	period,	causing	the	system	to	
significantly	increase	in	power,	first	violaTng	power	ramp	up	contract	terms	then	exceeding	
system	power	ceiling	
▪  Equipment	may	fail	
▪  Contract	violaTons	may	trigger	financial	penalTes	

▪  For	workloads	that	do	not	need	to	run	at	full	power,	allow	per	app	or	per	job	power	caps	
▪  Reduce	power	usage	of	lower	priority	and	low-CPU	sensiTve	workloads,	maybe	wait	less	in	queue	
▪  Allow	re-allocaTon	of	power	budget	to	higher	value	uses	(e.g.,	a	job	that	needs	more	power)	

▪  ReporTng	back	power	usage	accoun4ng	details	to	evaluate	the	full	costs	in	ROI	studies	
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§  A	single	management	
workstaTon	controls	
system,	the	SMW	

§  Node-level	power	caps	set	
from	SMW,	distributed	to	
compute	nodes	via	out-of-
band	management	network	

§  Admins	use	xtpmaction	
command	to	set	power	caps	
manually	

§  Workload	managers	use	
Cray’s	CAPMC	web	API	to	
set	power	caps	+	p-states	

§  Users	may	launch	their	job	
at	a	fixed	p-state,	default	is	
P0	(turbo	on)	

Trinity Power Management Architecture  
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Trinity	APM	CapabiliTes	

§  System-level	power	ceiling	and	floor	
§  Job	scheduler	only	launches	jobs	that	stay	within	ceiling	limit	
§  Floor	implemented	via	c-state	control,	idenTfied	beder	opTons	

§  Job-level	power	ramp	up	management	
§  Implemented	in	Torque	prologue	script,	gradually	increases	power	usage	

§  System-level	power	ramp	down	management	
§  Implemented	by	gradually	lowering	c-state	of	idle	nodes	

§  Job-level	power	templates	
§  Users	and	admins	can	create	power	management	templates	and	apply	to	jobs	
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SPARC	ApplicaTon	Node-Level	Power	Profiles	
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Knights Turbo On: 372 s 3137315 J 264 W 76K
Knights Turbo Off: 385 s 3040528 J 247 W 81K
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Experimental	Results	

§  SPARC	–	P-states	control	vs.	Power	Capping	control	
§  Capping	at	the	75th	percenTle	or	above	-	similar	performance,	below	that,	performance	degradaTon	
§  Performance	constrained	by	frequently	invoking	the	power	capping	mechanism	

(a) Haswell

(b) Knights Landing

Fig. 2. Point-in-time 5 Hz power measurement for SPARC application running GRV problem on 32 nodes.
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Fig. 3. Comparison of SPARC application running GRV problem on 32 nodes under static p-state control vs. static node-level power cap control.

to the body of experience needed to deploy node-level power
capping in practice on production systems.

VI. CONCLUSION

Our results are not intended to show that one mechanism is
better than the other. Rather, our results demonstrate that the
two mechanisms examined are complementary to one another
and highlight their potential for combined use in achieving
effective EPA JSRM solutions. Future work will use the
knowledge gained from this study to implement EPA JSRM

solutions utilizing node level power capping capabilities. This
study has given us confidence that node-level power capping
can be used with minimal application performance impact
so long as cap levels are set appropriately. We envision an
EPA JSRM workload manager that provisions coarse-grained
power budgets via node-level power capping, with dynamic
readjustment over time based on power monitoring, and then
relying on faster response time mechanisms, such as in-band
DVFS and RAPL control, at the runtime system level to
manage power usage within these coarse limits.
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Next	Steps	

§  TesTng	at	scale	with	producTon	workloads	
§  Enhance	Power	API	to	include	

§  Power	floor	mechanism	
§  Resource	manager	interface	to	indicate	if	a	job	is	running	or	not	on	a	given	node	
§  AutomaTc	discovery	of	p-state	to	power	usage	correlaTons	

§  Consider	implemenTng	per-node	power	floor	“burner”	mechanism	
§  Enables	more	precise	control	of	power	floor	and	ramp	down	rate	
§  Created	single	node	prototype,	more	plumbing	needed	to	coordinate	across	
nodes	and	interface	with	WLM	
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Conclusions	
§  UTlizing	Trinity	APM	NRE	capabiliTes	to	analyze	DOE	ASC	workloads	
§  Developed	and	demonstrated	power	band	and	ramp	rate	management	

§  Important	for	controlling	system-level	power	usage	
§  IdenTfied	challenges	controlling	power	floor	and	ramp	down;	possible	soluTons	
§  Implemented	in	MOAB/Torque	workload	manager,	applicable	to	others	

§  Carrying	forward	Power	API	tools	and	analysis	techniques	to	future	DOE	ASC	plaZorms	
§  Kokkos	profiling	interface	power	measurement	plugins	for	PowerAPI	
§  Tools	for	generaTng	and	analyzing	point-in-Tme	power	plots	
§  HPC	power	measurement	taxonomy	

(IGSC’17:	EvaluaTng	Energy	and	Power	Profiling	Techniques	for	HPC	Workloads)	
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